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Chapter 17

Perspectives of the Application 
of Video Streaming to Education

Marco Ronchetti
Università Degli Studi di Trento, Italy

INTRODUCTION

The field of e-learning has been a precursor in us-
ing the video streaming over the Internet. To our 
knowledge, the first proposal of an architecture 
for recording and distributing lectures in the form 
of video streaming over the Internet dates back 
to 1995 (Tobagi). Tobagi also implemented and 
demonstrated a first prototype: however appar-
ently the system was never brought into routine 

production. The first systematic application of 
video streaming to teaching followed three years 
later (Hayes 1998). At that time, a VHS based 
system for delivering lectures to a geographically 
remote place (from USA to France) was substituted 
first with an audio stream with synchronized power 
point images, and shortly thereafter it evolved 
into a video transmission that included both the 
teacher and the slides with a technique called 
chroma key1. In recent years several custom sys-
tems were developed, some were commercialized, 
some were put in the public domain and others 
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were used locally as prototypes. A review of the 
desirable features for such systems can be found 
in (Ronchetti 2008). After a short time in which 
pioneers opened the way showing a possible but 
uncertain future, big players are coming onto 
the scene today, such as in the case of the Mas-
sachusetts Institute of Technology on-line video 
collection2 and the one of University of California 
at Berkeley who, according to U.S. Government 
news3 of January 2008, was the first University 
with a plan to offer full courses on You Tube.

Research has shown that, from a pedagogical 
point of view, the video streaming of lectures is 
an effective practice (for a review see Ronchetti 
2009). Moreover its production costs are already 
quite low. Systems like Lode4 and OpenEya5 are 
available at no cost since they are either open-
source or free, and their hardware requirements 
are rather basic for today’s computers. Hence, 
although there are still some problems, like the 
unwillingness of some teachers of being recorded, 
we believe that there are little doubts that the use 
of video streaming applied to education is here to 
stay, and will continue to expand. Already today, 
the list of websites dedicated to offer on-line 
video-lectures is impressive (see e.g. the partial 
catalog6 compiled by University of Wisconsin at 
Milwaukee).

Although some of the early applications of 
video streaming to teaching were focusing on 
synchronous usage, in recent years most of the 
cases are concerned with asynchronous consump-
tion. These two modalities present very different 
implications: in synchronous lectures it is desir-
able to allow remote users to interact with the 
speaker/teacher, while for the asynchronous ones 
the focus is shifted to other issues such as intel-
ligent information extraction, ability to search, 
interconnect, navigate and annotate lectures. This 
second area has been very active, and has elicited 
several research streams.

In this chapter we shall review the research 
directions and results that matured over the last 
decade. Our coverage will reflect what has been 

happening in the last years, in which not much 
emphasis has been paid to the synchronous aspects, 
and many efforts have gone towards the view of 
a flexible, searchable collections of multimedia 
material built around video streaming, available 
on demand, in which the content allows random 
access and the user can easily find information 
about the content and locate interesting spots: 
a perspective that goes under the name of next 
generation digital library.

Synchronous Videolectures

Synchronous video streaming breaks spatial con-
straints and allows users to participate in real time 
to remote events. Students’ physical presence in 
the teacher’s location is not required any more. 
This solution allows for distributed classes (e.g. 
two classrooms on the same campus to accom-
modate a very large audience) and/or distributed 
individuals (e.g. students following a lecture in 
real time from their home). However, by simply 
using traditional video streaming solutions, an 
important obstacle arises: the lack of interaction. 
How can students in the remote classroom, or in 
their home, request teacher attention for asking a 
clarification? Ron Baecker (2003) has addressed 
this issue when designing the e-Presence system. 
e-Presence is a web-casting tool that was origi-
nally designed with the scientific seminar model 
in mind. It is based on unidirectional synchronous 
video streaming, with synchronized slides that 
accompany the speaker’s video. The interaction 
problem is attacked by integrating a textual chat 
into the system, and introducing the role of the 
“mediator”: a person that is located in the physical 
place where the event takes place, and monitors 
the chat (Schick et al. 2005). S/he acts as a proxy 
for the remote user: when a question comes into 
the chat, s/he calls the attention of the speaker and 
poses the question. A small problem came from 
the fact that the streaming of the “synchronous” 
flow was always 10-15 seconds late (because of 
the delay induced by the real-time compression 
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that is performed on the flight). As an evolution of 
the textual chat model, Baecker et al. (2006, 2007) 
also investigated the possibility of introducing a 
VOIP channel for allowing direct interaction be-
tween student and teacher, and/or among students.

Bidirectional video streaming among multiple 
points is actually fairly common in many videocon-
ferencing systems. Obviously, we cannot review 
here the whole vast world of videoconferencing, 
as this chapter focuses on specific applications on 
teaching and learning. We shall hence limit the 
discussion to the use of videoconference in the 
didactic framework. As we shall see, however, 
even though marrying videoconference and dis-
tance education seems to be a quite natural idea, 
it never really caught up in a significant way. In 
2004 Raymond et al. noticed that, in spite of the 
diffusion of videoconferencing tools, it was dif-
ficult to find examples of successful application 
to the educational field. This is in striking contrast 
with the vast success that asynchronous video 
lecture systems started having in those years. Five 
years later, the situation has not changed much. 
Raymond et al. argued that the problem is con-
nected with the lack of friendliness on multi-user 
videoconference systems. Even today, systems like 
Skype are widely used for point-to-point interac-
tion, but their support for multipoint conferences 
is not as simple and intuitive as for the point-to-
point case. Even systems that were designed with 
videoconference in mind are typically limited 
to a relatively small number of participants. In 
contrast, a lecture is a traditional academic set-
ting involves a large number of actors (of the 
order of one hundred) with strongly asymmetric 
responsibilities, so that the flow of information 
is mostly unidirectional. Typical videoconference 
tool are aimed at much smaller communities, with 
more symmetric roles. They have been used in 
teaching for various activities, such as tutoring, 
or allowing faculty members to participate in a 
thesis defense at a remote institution, but their 
impact and diffusion is orders of magnitude less 
than their asynchronous counterpart.

In part this is due to a relatively complex 
technical set-up. Certainly the scenario of a syn-
chronous, interactive tele-lecture suffers from the 
extra managerial burden imposed to the teacher. 
In an asynchronous scenario the teacher can 
almost forget that s/he’s being recorded, and can 
run “business as usual”, while in a mixed setting 
(in which s/he is teaching to a traditional class-
room and at the same time s/he is involved in a 
videoconference) there is a cognitive overload, 
unless a mediator is used, as in the above-quoted 
Baecker’s approach.

Our feeling is that an implicit cost/benefit 
analysis has severely limited the use of synchro-
nous video streaming as opposed to the asyn-
chronous version: the users’ perception is that 
the extra effort required to apply synchronous 
video streaming to teaching largely outperforms 
the obtainable benefits.

Synchronous video streaming still has interest-
ing uses in educational setting in more restricted 
and specific application areas. It is used in point-
to-point versions for involving a remote expert 
in a traditional lecture: in such case the teacher 
becomes the natural mediator between the class 
and the expert. It can be used for inclusion in 
class of a remote child in hospitals (see e.g. the 
TelecomItalia Smart Inclusion project7), or for 
inclusion of a few children living on remote places 
(e.g. in the “Isole in rete” project8 in which children 
living on a small island are virtually included in 
a larger remote classroom). In all these cases a 
simple point-to-point paradigm is used, and ad-
ditional tools, such as e.g. interactive whiteboards, 
augment the interactivity palette.

Asynchronous Applications

In the previous section we concluded that asyn-
chronous video streaming of lectures has been 
perceived by teachers, institutions and students 
as a higher value, simpler activity than the syn-
chronous one. We should not overlook an obvi-
ous but essential advantage of the asynchronous 
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mode: while synchronous streaming only allows 
breaking spatial constraints, the asynchronous 
one also breaks temporal constraints, and hence 
it supports e.g. students who have full time jobs, 
or who need catching up on missed classes. 
Moreover, asynchronous mode allows for more 
freedom in using the material: like in books, it 
is not necessary to take the entire content, or to 
consume it sequentially. In fact, the analysis of 
usage patterns has shown that students tend not to 
watch an entire video-lecture, but rather to jump 
to video-fragments that are interesting for them 
for checking their notes, or re-hearing an explana-
tion. Evidence in this sense was provided by the 
work by Zupancic & Horz (2002), and reinforced 
by the report by Ronchetti (2003). Moreover, 
Soong et al. (2006) reported that students accessed 
mostly those parts of lectures, which they did not 
understand, implicitly confirming that they watch 
fragments rather than full lectures. Zhang et al. 
(2006) stated that students using video-lectures 
with the possibility of random access performed 
better than those in other settings, and showed 
better learner satisfaction. The possibility to 
quickly navigate the lectures is therefore essential 
(and this is probably the main aspect that makes 
digital recording deeply different from more tra-
ditional VHS-based videos). Watching an entire 
video is in fact a time consuming experience, and 
we need ways to quickly identify and access the 
information of our interest. Moreover, the focus is 
shifted from a single lecture to the whole collec-
tion of available material: the notion of a digital 
library becomes central, and the “library” is not 
any more (digital) text only, but a vast collection 
of multimedia. Video streaming becomes one 
component in the new, broader scenario.

This brought research to focus on a set of top-
ics that include the ability to:

• automatically summarize video-lectures;
• segment videos into semantically homoge-

neous chunks;

• generate indexes that enable effective 
search;

• mine audio and video to extract explicit 
information that can be used for post-pro-
cessing the videos and/or be passed to the 
users;

• extract metadata;
• produce personal annotations (which might 

be textual or multimedia-based), and share 
them with peers.

In the rest of this chapter we shall discuss 
these issues, because even though they are not 
directly related to video streaming, their impact 
on video streaming usage is fundamental. In fact 
the success of these research streams will enable 
a new generation of on-demand video streaming, 
in which random access to information tokens in 
a large collection of videos, and within the videos 
themselves, will be made possible.

Summarizing Videolectures

When we try to find some information from tra-
ditional sources (e.g. books) we have tools that 
help us. For instance, we search for books on a 
given topic through an OPAC (On-line Public 
Access Catalogue9) service and we identify a set 
of candidates. To actually understand if one of 
the candidate books is relevant to us, we have a 
wealth of techniques to gather information. On 
the back or inner cover of the book, we can read 
a short summary and get some information on the 
author. We can look at the index and read the titles 
of the chapters. We can read the introduction (of 
the book or of a specific chapter). We also browse 
the book, and skim the text. In a few minutes we 
are able to get a pretty good understanding of the 
utility of the book for us, and we are able to do 
a random access to the part that is most relevant 
for us.

When it comes to multimedia, we do not have 
(yet) anything similar. Digital libraries start to of-
fer services for searching a multimedia resource, 
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but then it is difficult to gain perspectives of a 
document without watching the video (or listening 
an audio recording) in its entirety. The research 
area called “video abstracting” deals with this is-
sue. The review article by Truong and Venkatesh 
(2007) describes this area in general, without 
specific reference to the case of video-lectures. 
Unfortunately many of the techniques described 
there are not very useful in the case of video-
lectures, especially when these are recording of 
events that took place in a classroom. Both key-
frame sampling and video skimming are not very 
useful when the images are rather homogeneous, 
even though they can be helpful e.g. in detecting 
slide transitions. Most e-lecture systems however 
already deal in a special way with slides (keeping 
track of the time at which slide change occur, and 
maintaining snapshots of each individual slide).

He et al. (1999) proposed an ad hoc technique 
for summarizing video-lectures. It is interesting to 
follow their line of thinking, since they envisioned 
several ways top mine information although they 
followed only a subset of them. We’ll follow their 
paper, but for sake of completeness we’ll also 
integrate some additional information not pres-
ent in their work. Their top taxonomy comprises:

• Video channel;
• Audio channel;
• Speaker action;
• End users’ actions.

The former can in principle be used for several 
means, such as detecting slide transitions (if such 
information does not come from other sources), 
identifying sections in which the speaker writes 
on the blackboard, and identifying the use of 
multimedia within the lecture (such as when the 
speaker gives a live demonstration through a com-
puter simulation or shows a video in class). Also, 
speaker gesture can be extracted and analyzed. In 
their paper they apply none of these techniques 

because the video consisted only of a “talking 
head”, and hence not much could be inferred from 
video analysis.

Audio could be used by attempting to extract 
meaning from the spoken works. While several 
other authors followed this line of research (as 
we shall discuss later), He et al. (1999) focused 
on the audio channel examining pitch, pause, 
intonation and other prosody information. For 
instance, it is known form previous research that 
the introduction of a new topic often corresponds 
with an increased pitch range. Pauses were used 
to detect the beginning of phrases. In such way it 
was possible to avoid including in the generated 
summary segments that start in the middle of a 
phrase. In fact, He’s et al. report that users found 
segments starting in the middle of a phrase to be 
very annoying.

Speaker actions could be deducted from the 
video or captured through other means. For in-
stance, many video-lecture capturing software 
applications offer the possibility to record both the 
time at which slide changes occur, and the slide 
itself. As we mentioned, gesture analysis could 
be a valuable source of information. Also facial 
expressions could be helpful.

End user actions are a very valuable source 
of information. If videos are watched on-line, the 
server can record users’ activity – such as jumps 
to different parts of the lecture, logs of which 
parts of lectures were watched the most etc. He 
et al. actually deployed such information. Some 
systems however rely on local watching (after 
downloading the whole video). Sometimes this 
is done because watching on-line suffers from 
network congestion, so that users find it more 
convenient to obtain (in batch) a local copy and 
then use it on their own machine. In such case it 
is much more difficult to gather information about 
behavioral patterns.

He et al also defined the desirable attributes 
of a good summary:
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• Each segment should be concise;
• The set of selected segments should cover 

all key points;
• Earlier segments should establish the right 

context for the following ones;
• The flow in the summary should be natu-

ral and fluid, so as to provide overall 
coherence.

They proposed three summarization al-
gorithms: the first one was one only on slide 
transitions points, the second one used only the 
pitch information while the third one used all the 
available information (slide transition points, pitch 
and user-access patterns). They did not find any 
significant difference among the three approaches, 
and concluded that the simplest one is therefore 
preferable.

Yokoi and Fujiyoshi (2007) proposed a 
technique that, although is not a summarization 
technique, reduces the time needed to watch the 
video of a lecture. Their idea is that there are 
portion of lectures that are not significant, and 
hence they cut or compress them. They identified 
content-free segments (those characterized by 
pauses and silence) and cut them out. Also, they 
spotted the chalkboard writing segments and apply 
a fast-forwarding increasing the video speed by 3 
times during these segments. The identification 
of chalkboard writing phases was based on image 
analysis. The final result was that the processed 
lecture is 20% to 30% shorter than the original 
one. The whole process was automatic and the 
final result was comparable with what can be 
obtained by manual editing of the videos. At the 
time of their report they were not able to produce 
a lecture index, but they mentioned it as a future 
activity. Of course, since most of their compression 
comes from chalkboard writing identification, this 
approach is best suited to traditional lectures (not 
the ones mostly based on electronic presentations).

Extracting Text from the Audio Track

The idea of deploying Automated Speech Rec-
ognition (ASR) techniques to the audio tracks 
of video-lectures to generate a transcript is very 
natural. The transcripts can then be used in a variety 
of ways. Wald (2005) suggested that they could 
be used to create captions (e.g. for deaf learners), 
and to assist those who, for cognitive, physical or 
sensory reasons, find note taking difficult. Also the 
possibility to allow searching multimedia material 
by using the transcripts is mentioned in his work.

However, using an ASR to extract text from 
a video-lecture in not trivial, as a good quality of 
the sound is not always guaranteed. Poor acoustic 
conditions, differences in speakers’ style and ac-
cent, and the use of generic vocabularies are the 
main obstacles. In ideal conditions (i.e. anechoic 
room, slow speaking rate, and limited vocabulary) 
a previously trained state-of-the-art ASR system 
can achieve a Word Error Rate (WER) of less 
than 3%. In general conditions however the error 
ranges from 20% to about 45%.

The performance of ASR systems can be im-
proved by creating ad-hoc acoustic model training 
the system on the speaker’s voice. Typically, this 
requires the teacher to run a training session in 
which s/he reads a predefined text, so that the sys-
tem can adjust itself comparing its prediction and 
the known (exact) expected result. Although such 
operation takes only a relatively short time (such 
as half a hour) it might be considered annoying 
by the teachers, with the result of increasing their 
unwillingness to use lecture recording systems. 
Many teachers are in fact nervous about the idea 
of being recorded, as such operation exposes their 
performance outside the classroom, and possible 
mistakes or imprecise wording cannot be hidden 
behind a “you did misunderstand what I said”. 
Adding an additional nuisance is certainly not 
needed. Hence a “speaker independent” ASR 
(i.e. one that does not need specific training) is 
a better choice, even if performances are lower.
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Another way to improve the ASR performance 
is to have a specific language model. The likeli-
hood of the used words is not flat across all do-
mains: by changing domain certain words become 
more common and other more rare. Some words 
are domain-specific, and sometimes – especially 
in languages other than English – words in a dif-
ferent language are used. Hence, by knowing in 
advance the domain and the corresponding word 
distribution, one can greatly improve the results of 
the ASR system. Textbooks relative to the specific 
domain of the lecture can be used as a baseline to 
create the language model, by calculating word 
frequencies and correlations between words. 
Often such sources can be found in electronic 
form, which makes the process of building an 
ad-hoc language model relatively easy. However, 
often lecture language resembles conversational 
language (Glass et al. 2007): the effect is that, in 
spite of the coincidence of the semantic domain, 
textbook material has been found to be a rather 
poor predictor of the spoken language (Park et al. 
2007) and was not helpful in reducing the WER. 
In contrast, it was found to improve the results 
in terms of retrieval performance (i.e. when the 
transcripts are used to respond to user queries 
to identify a relevant portion of the associated 
video). Park et al. consider this artifact to be 
caused by the spontaneous nature of the language 
used in class, as opposed to the more formal one 
employed by books. Although we could not find 
decisive evidence in literature, one could deduce 
that probably, by using textbooks as sources of the 
vocabulary, the word error rate is decreased on 
the most relevant words (i.e. the domain specific 
ones) and increased on more generic and common 
ones. Hence although the overall WER does not 
improve, terms that are most likely to be used in 
queries are better identified.

Munteanu et al. (2007) demonstrated that the 
language model can be improved also by taking 
into account the set of slides that often accom-
pany the video-lecture. Their result seems to be 
in agreement with the above hypothesis, since 

slides are likely to contain almost only domain 
specific words.

Choudary et al. (2007) used textbook indexes, 
as they are manually created by experts, contain 
no trivial words and hence are very effective in 
representing the instructional videos.

Including the user in the loop can improve the 
results. Munteanu et al. (2006) suggested using a 
wiki-like system to allow users to manually inter-
vene and correct errors in transcripts. Problems 
connected with conflicts, spam and history of the 
text can be solved in the traditional wiki way that 
has been popularized by Wikipedia. Munteanu’s 
work shows an implementation of such technol-
ogy, but as far as we know the results of their 
pilot study aimed at measuring the effectiveness 
of such approach were never published.

Lecture Segmentation

Once the text transcripts are available, further 
mining becomes possible. A useful task is to 
segment a lecture into smaller chunks. In fact 
a lecture typically includes several topics, but 
finding the boundaries among different subjects 
is not easy. Generic video segmentation in many 
cases relies on image analysis, but as we already 
discussed, in the case of video-lectures this not 
a very useful option. Rarely the video carries se-
mantic meaning, and its usefulness relies mostly 
on psychological reasons: learners show a better 
concentration in front of a video than on audio + 
slide version (Glowalla 2004), and viewing the 
speaker gives a sense of familiarity that helps get-
ting emotionally more involved. A limited extrac-
tion of information from the video has however 
been attemped by some authors. For instance, Liao 
and Syu (2008) identify three classes of scenes: 
Teacher-Blackboard (when the teacher is writing 
something on the blackboard or is explaining 
something), Teacher-Student (when the teacher 
is talking with students) and Students (when the 
scene shows the audience). Such information is 
reinforced by a classification of audio features 
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(background noise, uniqueness of the speaking 
voice). This knowledge is then used to provide a 
first level of segmentation of the lecture.

In most cases however detecting lecture seg-
ments relies on the availability of audio transcripts. 
Text segmentation is an active research area. For 
a short review of the general principle and tech-
niques used, see section 2.1 in Lin et al. (2004). 
Here we shall focus on the specific applications 
of text segmentation to lecture transcripts.

Yamamoto et al. (2003) associated ASR 
transcripts with the textbook used in the lecture. 
They considered a window (called “Analysis sec-
tion”) in the ASR text and compared its content 
with the textbook content. They used term fre-
quency–inverse document frequency (TF-IDF10) 
measure to associate the window content with 
the books sections represented by a vector-space 
model. They moved the analysis section along the 
speech transcript and obtain a map of the speech 
on the textbook sections. Some post-processing 
allowed cleaning the results by removing the noise 
generated by analysis sections that are wrongly 
associated and fall in the middle of otherwise 
homogeneous sections. Evaluation of their results 
reports a correct chapter association of 98%. 
Smaller grain (book) section association turned 
out to be correct in 89% of the cases.

This approach can be traced back to Hally-
day and Hasan (1976) lexical cohesion theory, 
according to which text segments with a similar 
vocabulary are likely to belong to the same coher-
ent topic segment.

Lin et al (2004) used a similar technique. They 
used a text window of fixed length (120 words) 
and slided the window through the text moving 
by 20 words at the time. They calculated the simi-
larity between adjacent windows by taking into 
account seven language features (noun phrases, 
verb classes, word stems, topic words, combined 
features, pronouns, and cue phrases) and for each 
of them calculating a derivation of TF-IDF, which 
they named TF*ISF, here ISF stands for “Inversed 
Segment Frequency”. The TF*ISF values is used 

to detect boundaries of sections. The best results 
were obtained for values obtained from noun 
phrases. This approach has the advantage of being 
universal, since it does not need a domain reference 
as in Yamamoto’s case. However, Yamamoto’s 
approach has the advantage that the reference 
provides a baseline for extracting semantic clues 
and understanding the section topic, while Lin’s 
approach only identifies the section without pro-
viding any semantic indication.

Repp and Meinel (2008) poposed a hybrid ap-
proach that uses slides, transcripts and raw audio 
to extract various indicators: pauses in the audio 
track (the longest silences being used as segment 
boundaries), slides transition markers (they were 
assumed as boundaries in the transcripts), sliding 
window (with the same parameters used by Lin), 
clusters of adjacent similar words in the transcript, 
similarity between the text contained in sliding 
windows and adjacent slides, correlation between 
relevant keywords extracted from the slides and 
the text in the sliding window. Their results show 
that imperfect ASR transcripts severely harm the 
effectiveness of their approach, and that reasonable 
results can be obtained based on slide transition 
markers and on pauses. Their results are partially 
bases on the work reported in another paper (Repp 
et al. 2007) where they devise an algorithm to find 
slide transition times based on slide content and 
transcript in the case that the acquisition software 
did not already provide slide transition markers.

Search, Semantic Indexing 
and Multimodal Access

The ability to perform indexing and search on a 
video stream is another important feature that can 
be added when once the text transcripts are avail-
able. Search involves mainly two kind of queries:

1.  given a collection of lectures, identify which 
lecture is dealing with a given search target;

2.  given a lecture, identify the time locations 
where the search target is present.
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Although the two queries can be combined, 
it is better to keep them conceptually separated. 
The first one can rely on additional metadata that 
may be present (e.g. if lectures are stored in a 
learning management system), while the second 
one depends on the availability of a temporally 
annotated transcription. Many ASR provide tem-
poral annotation of the transcribed words, i.e. for 
every identified word they provide the time at 
with it was uttered. In such case, it is easy to cre-
ate an inverted index of all the words contained 
in the speech. Using the index to search a given 
word, one can retrieve the portion of phrase that 
contains the searched word, and the time at which 
the word occurred during the speech.

Zhang & Nunamaker (2004) manually seg-
mented lectures into semantically homogeneous 
fragments, provided metadata for each fragment 
and then allowed user to express queries in natural 
language. In response to the queries, the system 
used the metadata to identify the relevant segments 
and proposed them to the user. Such approach, that 
addresses the first type of query, strongly relies 
on human intervention (both for the segmentation 
and for the generation of metadata), and hence it 
is difficult and costly to use it on a large scale.

Yoshida et al. (2003) created a system that 
requires teachers to define a set of keywords for 
every lecture. These keywords are then matched 
again a text transcribed by an ASR, and the user 
is shown a trackbar where the location of any 
chosen keyword is highlighted.

Fuji et al. (2006) built a system, which searches 
a lecture video for specific segments in response 
to a text query. Their results showed that by us-
ing specific acoustic and language models (i.e. 
adapting speech recognition to the lecturer and 
the topic of the target lecture), the recognition 
accuracy was increased and consequently the 
retrieval accuracy was comparable with that 
obtained by human transcription. This result is 
partially in contrast with Hürst’s finding (Hürst 
2005): an investigation of the impact of the ASR 

errors turned out not to be dramatic, and showed 
that the imperfect transcripts of recorded lectures 
are anyway useful for further standard indexing 
processes.

Hürst and Deutschmann (2006) and Fogarolli 
et al. (2007) implemented systems that allow 
searching for arbitrary words in a video-lecture. 
In both cases the search was multimodal, as it also 
allowed searching in the slides accompanying 
the lectures. An excellent review of multimodal 
video indexing has been published by Snoek and 
Worring (2005).

Akiba et al. (2009) used a collection of (spo-
ken) lecture documents and evaluate effectiveness 
of retrieval of searched targets. They concluded 
that correct retrieval from lectures is much more 
difficult that for broadcast news. They do not 
offer an explanation for this fact, but it could be 
argued that while news span over vastly different 
topics, a lecture generally has a precise semantic 
focus – hence the set of terms used throughout 
a lecture is probably less heterogeneous than in 
news and this causes more difficulties.

An interesting alternative approach to search 
has been reported by Iwatsuki et al. (2007). They 
used a (patented) technique called Fast-Talk Pho-
netic-Based Searching designed to build search 
databases from phonemes. The process hence does 
not need to go through the step of extracting text 
by using an ASR, and does not search keywords. 
The authors claim speaker independence and 
recognition rates of 98%. The main drawback 
of this method is that adding a semantic layer is 
impossible, since the concept of “word” does not 
play any role in the system.

Indexing and searching is an interesting option, 
but an important step forward would be being able 
to provide a semantic layer. Such a layer could be 
useful for both the type of queries we mentioned, 
and would allow automatic generation of metadata. 
Although most research on extracting semantics is 
performed in the framework of the Semantic Web 
vision (Berners-Lee et al. 2001) where ontologies 
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and logic reasoning play a important role, there 
are alternative approaches that attempt to extract 
semantic information such as the latent semantic 
indexing technique (Deerwester et al. 1990) and 
explicit semantic analysis (Gabrilovich & Mar-
kovitch 2007, Jambunathan et al. 2008), or that 
use lighter forms of ontologies (Giunchiglia et al. 
2006). There have been several papers and projects 
on approaching e-learning under the umbrella of 
the Semantic Web, but to our knowledge most of 
them were not dealing with the specific theme of 
video-lectures. Repp, Linckels and Meinel (2008) 
built a system based on the use of ontologies, 
description logics and natural language process-
ing. The system generated automatically semantic 
annotation and used it to provide a Query/Answer 
system. Repp and Meinel (2006) also showed that 
a smart semantic indexing can be done even with 
partially incorrect transcripts.

One of the main problems when working in 
the Semantic Web perspective is the need to use 
ontologies: getting a good ontology for a generic 
application domain is not (at least, yet) a trivial 
task. Hence approaches to semantics with a vision 
alternative to the Semantic Web are interesting, 
and a few papers concerned with extraction of 
semantic information from video-lectures using 
alternative approaches have been published. For 
instance, Choudary et al. (2007) have dealt with 
semantic retrieval from instructional videos. 
They dealt with the lack on an ontology by using 
textbook indexes to define the semantic concept 
space, represented each video in such space, and 
performed semantic retrieval. Fogarolli & Ron-
chetti (2008b) used Wikipedia as a reference for 
additional information, trying to extract semantics 
from the ASR text by relating it with Wikipedia’s 
content. They have combined the terms extracted 
from the corpus (a set of lectures) with lexico-
graphic relationships from Wikipedia. Wikipedia 
has been used as an alternative to ontologies and 
as a basis for cross-language references (Fogarolli 
et al. 2008a). They also used relations extracted 

from Wikipedia pages to graphically represent 
the main concepts and their relations within one 
video lecture (Fogarolli, Seppi & Ronchetti 2009).

Gesture Analysis

Early work on gesture analysis applied to video-
lectures was done by Ju et al. (1998). They ana-
lyzed the speaker movements and defined three 
temporal gesture models. Their aim was to be able 
to identify the portion of a projected slide that the 
speaker wants to attract students’ attention to. The 
first gesture is characterized by the hand entering 
over the projected slide, pausing for at least 1/3 
of a second and then exiting. The second gesture 
is more complex: a hand enters, pauses, then 
moves and pauses an arbitrary number of times 
before exiting. The last is a waving gestures in 
which the hand enters and never comes to rest, but 
rather moves continuously within a small spatial 
neighbourhood: in such case they to determine 
the location of a waving gesture by selecting the 
centre by the pointing positions.

Wang, Ngo and Pong focused in 2004 on three 
basic gestures: circling (draw a circle around 
something), lining (draw a line along something) 
and pointing (point to somewhere for emphasis). 
Gesture detection was then used to automatic 
editing the videos, performing close-up of a 
particular slide region. In 2006 they (Wang et al. 
2006) introduced a feature to predict the comple-
tion of these gestures: prediction is relevant for 
real time processing. They also included a study 
of the relations among gestures, ASR text and 
slide content. These correlations were used to 
improve accuracy and responsiveness of ges-
ture detection. In a following work (Wang et al. 
2007) automatic video editing was improved by 
including an analysis of poses, gestures and texts 
in lectures. They defined a Finite State Machine 
that, based on the information obtained by this 
analysis, can generate a simulated camera motion 
from the existing video.
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It is interesting to mention that recent develop-
ment of work done on real-time gesture detection 
brought Pong’s group (Wang et al. 2008) to develop 
a system that can be used during the lecture (and 
not “a-posteriori” on the video-lecture) that can 
simulate an interactive whiteboard: the lecturer can 
draw on the slides simply by performing gestures 
in front of the projected slide.

Videolectures Annotation

The idea of allowing users to annotate generic web 
documents and possibly share these annotations 
with others has been around for quite a long time 
(see e.g. the Annotea project (Kahan et al. 2001). 
Somehow related ideas include tools like Google 
Notebook11 and bookmark sharing systems like 
Delicious12. The original ideas about annotation 
were more ambitious, in that they aimed at being 
able to attach annotation not just to a page, but 
to a particular position in that page (hence allow-
ing also multiple annotation of the same page). 
Similarly, annotation of streaming video has been 
a subject able to spawn a whole research branch 
that was also applied to video-lectures (see e.g. 
Bargeron et al 1999, Correia and Cabral 2005). 
For example, anchoring discussions to specific 
(video-lecture) resources rather than collecting 
them in bulletin boards or forums sounds like a 
reasonable thing to do, since it would provide a 
context for the discussion. There have been propos-
als in this sense (Abowd et al 1998, Haga 2002, 
Lauer et al. 2005). Another idea, a precursor of 
the Web 2.0 fashion, was to have students taking 
lecture notes, attaching them to the video or to 
a slide-cast and sharing them (e.g. Truong 1999, 
Kam et al 2005). Curiously, although the needed 
technology seems to be ripe and these approaches 
seem to be interesting and useful, none of these 
initiatives appears to have yet gathered much suc-
cess. It is possible that the new emphasis given by 
the Web 2.0 will revitalize this area, allowing the 
creation and growth of social communities around 
multimedia resources in the learning domain.

OTHER TOPICS

We already discussed how gesture analysis could 
be used to post-process videos, e.g. zooming in 
the region of interest. Other researchers have at-
tempted to implement a “virtual cameraman”. In 
fact, capturing visual details – such as following 
the teacher to better capture his/her expressions 
and body language, or zooming on the blackboard 
when needed is one of the advantages offered by 
a (costly) human operator. In principle, a virtual 
cameraman (either in the acquisition phase or 
during post-processing) could achieve the same 
goal at a fraction of the cost. We shall not review 
here what can be done during the acquisition 
phase, and we’ll rather focus on the operations 
that can be performed as post-processing of an 
existing video. A possible approach is to use just 
one camera with panoramic video capturing, 
and then to extract the portion of image of inter-
est (Sun et al. 2005). A somehow similar idea is 
implemented in the EYA system (Canessa et al. 
2008). They used a wide-angle photo camera to 
record high resolution pictures every 10 seconds. 
At present they leave to the user the possibility 
to focus on the details of interest: the browser 
shows the video and a large thumbnail of the 
current picture. When the user moves the mouse 
over the thumbnail, a high-resolution subset of 
the image is shown where other systems put the 
slide. In this way, the user can focus on the detail 
s/he wants (be it the blackboard, the projected 
screen or other). They are presently working to 
enrich the system by automatically extracting 
some feature, like detecting the slide transitions 
that occur during the lecture.

The problem of automatically detect slide tran-
sitions has been faced by many authors during the 
last decade, since slide transitions carry a semantic 
meaning and can help segmenting a lecture. A first 
system was proposed by Mukhopadhyay (1999), 
but it required a special synchronization tone to 
be emitted during the lecture recording. Later ap-
proaches were based on computer vision-based, 
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statistical techniques: reviews can be found in the 
papers by Gigonzac et al (2007) and De Lucia et 
al. (2008).

Chen & Heng (2003) used the ASR transcripts 
to match in the slide to identify transitions. Other 
techniques include detecting slide changes through 
an http proxy – but this approach only works for 
HTML-based presentations (Tanaka et al. 2004).

Since in many lectures the blackboard still 
plays an important role, it is important to be able 
to effectively capture what happens there. Again, 
this operation can be done in the recording phase 
(e.g. using an interactive whiteboard13), or an ad-
hoc digital desk (see e.g. Joukov & Chiueh 2003) 
Early work (since 1996 till 2001) on the capture 
of several experiences in the classroom, including 
whiteboard traces, was performed in the frame-
work of the Classroom2000/eClass project (see 
eClass 2001). The other possibility is to act during 
post-processing of the video. The E-chalk project 
(Friedland & Rojas 2006) extracts handwriting 
from a traditional blackboard via image analysis.

Finally, we mention that a careful and compre-
hensive study of a user interface that would offer 
the possibility of getting the most out of recorded 
video-lectures is, to our knowledge, still missing. 

Steps in this direction have been taken by Mertens 
et al. (2004, 2006). Such a study should take into 
consideration also mobile and ubiquitous devices, 
and analyze also their pedagogical effectiveness. 
There is in fact little doubt that new generation 
devices like the Apple iPhone, that has a reasonably 
high-resolution screen and that already delivers 
you-tube videos can open new frontiers also in the 
field of video-lectures, and in fact Apple recently 
started the iTunes U14 initiative dedicated to the 
diffusion of video-lectures coded ad-hoc for the 
iPhone. Other work that pays attention to mobile 
devices has been reported by Friedland & Rojas 
(2006), who used mobile phones and iPods to 
show the videos of their E-chalk videos.

CONCLUSION

Given the growing needs for continuous educa-
tion requested by today’s society, video streaming 
applied to education is become more and more 
popular, and we expect this trend to continue.

To summarize the state of art, it is interesting 
to refer to the tele-education space as defined by 
Pullen (2000) and shown in Figure 1. Up to now, 

Figure 1. The Tele-education space
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most efforts (both on research and deployment) 
have been concentrated on a tiny portion of the 
whole space in the bottom part, where the inter-
action level between teacher and learner is null. 
Attempts to deploy the part that seems to be the 
most interesting one (the extended videoconfer-
ence/video-lecture region) are either limited to 
point-to-point interactions, or failed to become 
a standard model. The main challenges seem to 
be mainly on finding a convincing, natural and 
efficient user interface model, and probably on 
modifying and evolving the teaching paradigm, 
that is still too much teacher-centered. At present, 
extensions that will allow the participants to live 
an immersive learning experience are only at the 
beginning. In the meantime, we can enjoy the 
growing wealth of asynchronous video lectures 
that can support institutional and continuous 
education. We expect that within a few years 
they will be enriched by harvesting the research 
lines discussed here, which will ultimately allow 
a more efficient use of our time while learning.
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KEy TERM AND DEFINITIONS

Automated Speech Recognition: A computa-
tional technique that converts spoken words to text.

Continuous Education: An all-encompassing 
term within a broad spectrum of post-secondary 
learning activities and programs.

Digital Library: A library in which collec-
tions are stored in digital formats (as opposed to 
print, microform, or other media) and accessible 
by computers.

Distance Education: A field of education 
that focuses on the pedagogy and andragogy, 
technology, and instructional systems design that 
aim to deliver education to students who are not 
physically “on site”.

E-Learning: A term that encompasses all 
forms of Technology-Enhanced Learning, i.e. 
support of any pedagogical approach that utilizes 
technology.
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Gesture: A form of non-verbal communica-
tion in which visible bodily actions communicate 
conventionalized particular messages, either in 
place of speech or together and in parallel with 
spoken words.

Multimodality, Multimodal (Interaction): A 
form of man-machine interaction using multiple 
modes of input/output.

Semantic Web: An evolving development 
of the World Wide Web in which the meaning 
(semantics) of information and services on the 
web is defined, making it possible for the web to 
“understand” and satisfy the requests of people 
and machines to use the web content.

Text Segmentation: The identification of 
lexical units in writing systems.

Video Abstracting: A research area that deals 
with gaining perspectives of a video document 
without watching it entirely.

Video Conference: A set of interactive tele-
communication technologies which allow two or 
more locations to interact via two-way video and 
audio transmissions simultaneously.

Video-Lecture: lecture recorded in a video 
and delivered through a variety of media.

Video Segmentation: The identification of 
boundaries among regions that differ for content 
or aspect in a video.
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